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Abstract

Video games are becoming increasingly popular in research, and
abundant prior work has investigated this domain by means of
user studies. However, carrying out user studies whose population
encompasses a large and diverse set of participants is challenging.
Crowdsourcing platforms, such as AmazonMechanical Turk (AMT),
represent a cost-effective solution to address this problem. Yet, prior
efforts scrutinizing the data-quality (unrelated to gaming) collected
via AMT raises a concern: is AMT reliable for game studies?

In this paper, we are the first to tackle this question. We carry out
three user studies (n=302) through which we evaluate the overall
validity of the responses—pertaining to 14 popular video games—we
received via AMT. We adopt strict verification mechanisms, which
are trivial to “bypass” by real gamers, but costly for non-gamers.
We found that the percentage of valid responses ranges from 5%
(for WoW) to 28% (for PUBG). We hence advocate future research
to carefully scrutinize the validity of responses collected via AMT.

CCS Concepts

• Human-centered computing→ Human computer interac-

tion (HCI); • Applied computing→Media arts.
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1 Introduction

The video game industry is in constant expansion, both in terms of
revenue (with an expected value of over $500 billion in 2027) and
pervasiveness: as of 2022, over 40% of the global population plays
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video games [29]. Nowadays, “video gamers” are scattered in every
corner of the world, and thanks to the advances of information
and communication technologies, players (of all ages and groups)
can now benefit from a variety of games—which they can consume
anywhere and at any time [17, 29, 44, 71].

Alongside the growth of video games as a media, also video
games research has substantially evolved over the years. In partic-
ular, abundant papers have investigated the connections between
our “real and virtual” lives through video games—such as gam-
bling [15, 45], or our behaviour during social interactions in online
role playing games [47, 68]; some even scrutinized how games
may shift our own values during our everyday lives [41]. Simply
put, it is now acknowledged that video games are not just a form
of entertainment, and there are many aspects of our nature that
can be discovered (or, potentially, enhanced [55]) by carrying out
human-subject research centered around video games.

In this context, we observe that this line of research (typically
known as “game studies”) has also undergone some changes from
a methodological perspective: various prior work (e.g., the above-
mentioned ones [15, 41, 45, 47, 68], as well as others [28, 64]) are
now relying on crowdsourcing methods to recruit the participants
through which to investigate a certain game-related hypothesis.
Such a practice is well-justified: gathering a representative (i.e.,
large and diverse) sample that can approximate the world’s popu-
lation of gamers is daunting, and crowdsourcing platforms, such
Amazon Mechanical Turk (AMT), are a convenient choice to cir-
cumvent this problem. Indeed, by investing a certain sum of money
(to be paid after the completion of a given user survey), one can
easily collect a pre-defined set of responses—provided remotely and
stemming from individuals located across the globe. In this way,
user studies counting >1000s of participants can be carried out [13].

Unfortunately, crowdsourcing platforms are not exempt from
issues, and various prior work (e.g., [61]) have questioned their
overall utility for research; for instance, the very recent work by
Christoforou et al. [18] revealed that “generative AI” is widely
used by the population of well-known crowdsourcing platforms.
However, we found no evidence of any work that specifically inves-
tigated the reliability of crowdsourcing solutions in the video-game
domain. This is a problem: if researchers are going to recruit partici-
pants via crowdsourcing for game-related purposes, it is paramount
to determine if such solutions can yield usable results—and, if this
is not the case, devise appropriate mitigations that ensure a smooth
development of future research on video games. To the best of our
knowledge, we are the first to undertake this challenge.

Contributions. In this Work-in-Progress (WiP) paper, we
seek to promote more reliable research on game studies. To this
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end, after providing the necessary context to appreciate our efforts
and define the scope of our work (in Section §2), we:
● design and realise three surveys (one focused on League of
Legends, another onWorld of Warcraft, and a third “generic”
one focused on 14 games) which we distribute on AMT andwhich
entail strict validatory mechanisms (§3);
● after collecting 302 responses, we analyse their validity (§4). Our
quantitative results underscore that only a tiny fraction (less
than 13% overall) of our responses are valid—much less than that
reported by some prior related work.
● We then discuss and outline the limitations of our study (§5), and
derive recommendations for future work (§6). Importantly, we do
not (nor aim to) invalidate prior work, and we do not claim that
AMT cannot be used for research on game studies.

To ensure scientific replicability of our research, we provide some
of our resources in a dedicated repository [3].

2 Background and Related Work

To set up the stage for our contribution, we position our paper
within existing literature (§2.1), outline the fundamental concepts
of crowdsourcing platforms (§2.2), and motivate the necessity of
our research (§2.3).

2.1 Game Studies and Human-subject

Researches [Focus of the Paper]

Video games have garnered abundant attention in research, and
prior work has looked at the (video) gaming domain from a va-
riety of perspectives (e.g., [20, 23, 30, 55, 56, 58, 59, 59]). In this
paper, we focus on game studies, i.e., that branch of research which
seeks to analyse the interplay between a game and the surrounding
environment—typically by means of user studies (e.g., interviews or
surveys) entailing real people. Topics of study include: psychologi-
cal [38], personality [14] or social aspects [67] (including, e.g., pur-
chasing behaviours [40]); personification [43] or gamification [32];
improvement of in-game performance [52] or quality of experi-
ence [31] of video-gamers; as well as security and privacy [66] of
players. Potentially, such studies can entail gaming communities
gravitating around third-party platforms (e.g., Twitch [46]).

The common characteristic of this broad category of research
works is the necessity of finding (or recruiting) a suitable number
of human subjects that can participate in the corresponding user
study: Intuitively, studies involving populations that are both large
and diverse allow deriving more generalizable (or well-founded)
conclusions. However, meeting such requirements is not trivial
from an organizational perspective: for instance, people may be
unwilling to participate “for free,” and even though it is possible to
provide some incentive (e.g., a monetary reward or gift [35]), there
is still the problem of advertising/distributing the task so that a
sufficient number of individuals is reached.

2.2 Crowdsourcing Platforms [Technical

Background]

As a necessary digression, let us outline the landscape of crowd-
sourcing platforms, whose growth has substantially increased in the
last decade, and are now considered as being an established “data
collection method” in research [25, 33, 69]. A prominent example

of crowdsourcing platforms1 is Amazon Mechanical Turk (AMT),
whose rollout began in 2005 [1] and which counts hundreds of thou-
sands of users [22, 60]. On AMT, workers perform on-demand tasks,
referred to as HIT (short for Human-Intelligence Task), receiving
monetary compensation paid by the requester for the successful
completion of such tasks [51]. In other words, the “wage” of a given
worker depends on the number of HITs they complete: the faster
a worker can complete any given HIT, the higher their overall
revenue from AMT. Hence, workers are incentivized to be fast.

Prior work [34, 51] estimated an hourly wage for AMT workers
to be in-between 2–5$, but recent efforts quantified it as being
potentially much higher [61], up to 25$ per hour (before taxes)
for “quick” workers. Indeed, the majority of HITs are repetitive
microtasks that may take seconds or few minutes to complete, such
that workers can quickly submit their responses and move on to
participating to a new HIT to increase their earnings. To ensure
that workers are only paid if they do a good job (i.e., the HIT is
completed truthfully and fairly), requesters are given the possibility
of approving (or rejecting) the HIT received for any given batch (i.e.,
a set of HITs pertaining to the same purpose): workers whose HIT
is accepted/rejected will be paid/not-paid their due compensation—
which is specified upon the creation of the batch. On this note, AMT
offers a variety of settings to enhance the quality of the responses
collected for any given batch. For instance, requesters can specify
a minimum number of HITs that workers must have completed
successfully in order to be eligible for their batch, as well as a
minimum approval rate of a worker’s overall completed HITs.

Crowdsourcing platforms, such as AMT (but also, e.g., Prolific
or Qualtrics [24]), have been historically known to be particularly
suited for tasks related to the development (or assessment) of tech-
niques within the artificial intelligence domain [37]: for instance,
the popular ImageNet dataset was labeled by AMT workers [49],
and some prior works also used AMT to validate their proposal
(e.g., [5, 62]). However, these platforms have been also used for be-
havioral and human-subject research (e.g., [4, 61]), including papers
related to (video) game studies.

2.3 Amazon Mechanical Turk and (Video) Game

Studies [Motivation]

As we stated, carrying out game-related user studies is challenging,
and crowdsourcing represents an enticing and convenient solu-
tion to such a challenge. Indeed, platforms such as AMT allow
streamlining the data collection procedure, since a researcher (as a
“requester”) only needs to (i) devise a certain form/questionnaire to
investigate a given aspect; (ii) set up the batch by configuring a few
parameters, such as number of responses and reward per HIT; and
(iii) publish the batch—and then, after reviewing the results, poten-
tially repeat this process anew to collect new responses. In light of
such simplicity, it is not surprising that many papers have lever-
aged various crowdsourcing tools to carry out their user studies.
To provide some examples, in the last five years (since 2019), AMT
has been leveraged by: Brooks and Clark [15] and Wang et al. [68]
in 2019; Wohn et al. [70] and Jang and Byon [36] in 2020; Beres et
al. [11] and Kelly et al. [39] in 2021; Kowert et al [41] and Deaner et
1We note that “crowdsourcing” stems from “work outsourcing” [2], i.e., participants
are paid—which is different from disseminating surveys on social networks: such a
complementary way of carrying out user studies (e.g., [12, 63, 66]) is outside our scope.
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al. [21] in 2022; Larche et al [45] and Li Anthony et al. [47] in 2023.
Moreover, there are also many game-related works that have relied
on AMT in the last decade prior to 2019, such as [13, 28, 38, 42, 64].

Problem Statement (and Research Gap). Despite the many
works that have relied on AMT for research purposes, we observe
that some prior endeavours criticized the overall reliability of AMT
for research purposes. For instance, a 2021 paper from Saravanos
et al. [61] found that over 33% of responses collected via AMT are
unreliable. In 2022, Agley et al. [7] highlighted the importance of
implementing strict quality-control mechanisms for AMT. More
recently, Marshall et al. [50] investigated the reliability of AMT over
a 10-years timespan, and found that unusable data increased from
as little as 2% in 2013 to over 90% in 2022. Yet, all these (and others,
such as [6, 18, 48, 65]) “critical analyses” did not focus specifically
on (video) game studies. Hence, motivated by the many papers
that rely on crowdsourcing for the video game domain, we seek to
scrutinize the reliability (in 2024) of AMT for game-related research.
We specifically ask ourselves: “is AMT a reliable platform for user
studies wherein participants are expected to be video-gamers?” We
stress that this is a WiP paper: as we will discuss (§5), providing a
clear answer to such a question is intrinsically difficult.

3 Research Methodology

To investigate our research question, we use AMT to carry out
three user studies focused on popular and recent video games, and
then assess the ratio of “valid” responses we collect. Hence, in this
section, we first describe the rationale behind our chosen video
games (§3.1), explain how we designed our questionnaires (§3.2),
and finally present how we configured the AMT platform (§3.3),
which we used as “requesters”.

3.1 Video Game Selection

To provide results that are more representative of the current video-
gaming landscape, we carried out three user studies: one focused
on League of Legends (LoL), one focused on World of War-
craft (WoW), and one focused on 14 popular games with a multi-
player component. Let us justify our choices.
● League of Legends is one of the most popular MOBA games,
having over 140M active monthly players, with an average of
900K concurrent players. We chose LoL as a representative can-
didate for “competitive” games. Besides, LoL has been considered
by prior work carrying out user studies on AMT (e.g., [68]).
● World ofWarcraft has been the most popular MMORPG since
2004, and its population is very diverse. As of May 2024,WoW
has over 30M active monthly players and nearly 250K concurrent
players. We chose WoW as a representative candidate for “coop-
erative” games. Besides,WoW has also been widely considered
in prior work carrying out user studies on AMT (e.g., [21]).
● The last “generic” user study spans over 14 games: Counter
Strike 2 (CS2), Rocket League, Fortnite, PlayerUnknown’s
Battlegrounds (PUBG), Apex Legends, GTA Online, Battle-
field 2042 (BF),Overwatch 2 (OW2), Valorant, Call of Duty:
Warzone (CoD:W), Rainbow Six Siege (RSS),Destiny 2; as well
asWoW and LoL, Altogether, these titles represent a mix of com-
petitive or cooperative video games, which are regularly played
by millions of players worldwide.

Statistics about the playercount are taken from: activeplayer.io,
playercounter.com, and steamcharts.com (on May 2024).

We carry out three user studies for a simple reason: we do not
know what games are played by AMT’s “workers”. Indeed, our re-
search is exploratory in nature: to the best of our knowledge, there
is no prior work that assessed if AMT can be considered a suitable
environment for any of the user studies we seek to carry out (after
all, we seek to shed some light on the validity of AMT). Hence, in
the last “generic” user study, we will ask participants to choose
the game they play the most (among our list of 14 games), thereby
allowing us to discern if there is a specific game for which AMT
can be considered as a better reservoir of valid candidates for game-
related user studies.

3.2 Survey Design and Implementation

At a high-level, each user study follows a similar workflow: partic-
ipants (i.e., AMT workers) are brought to a questionnaire (hosted
on Google Forms)2 involving a mix of simple questions, ideally
resembling a “typical” survey. Specifically:
● Introduction: we summarize our survey, provide our institutional
contacts for inquiries, and ask for the WorkerID. We also inform
the participant that we will not share their data (which we treat
with confidentiality) with anyone.
● Demographics: we ask closed questions about age, country, gen-
der, employment status (as done in, e.g., [38, 40]).
● Personality: we ask 10 closed questions for the “Big-Five Person-
ality Traits” (common in related research [14, 66]).
● Game-related: we ask 3–8 questions (depending on the game)
about the game of choice. The questions are simple and any
“regular” player of any of the games we considered should be able
to answer these right away.
● End: we provide a “survey code” that the participant must input
on AMT to conclude the HIT.

Importantly, for the third “generic” user study, we ask a preliminary
question inquiring “which game [among the listed 14 games] do
you play the most?”: depending on the answer, the participant will
be brought to a specific section of the questionnaire, focused on
the chosen game. All these questionnaires are in our repository [3].

The crucial part of our questionnaire, however, is the one devoted
to the game-related questions. Indeed, it is here that we assess the

trustworthiness of the responses received. We do so by means
of three types of validatory mechanisms (inspired by [68]):
● Publicly-available Gamertag.Weask for the participant’s gamertag,
which should be provided as a link (i.e., a string) to a publicly
accessible website (e.g., op.gg) through which we can validate
whether the provided input is genuine. In phrasing the question,
we also provide an exemplary link (pointing to, e.g., the profile
of one of the authors, or of a professional player) to facilitate the
understanding of the format of the answer we seek to receive.
● Player-related. We ask for information about the participant’s
in-game activity, which we can verify by checking the provided
link. For instance, we can ask “what is your favourite weapon?”
or “what is your most played hero?” or “what is your favourite
role?” or “what is your goal/shot ratio?”.

2In the questionnaire we do not collect information that precisely reveals the real
identity of an individual (e.g., name or physical address, and not even the email).

https://activeplayer.io
https://playercounter.com
https://steamcharts.com
https://op.gg
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● Game knowledge. For the generic survey, we ask trivial questions
about the user-chosen game. For instance, for Valorant, we ask
“what is the name of the bomb-type device in Valorant?” and the
possible answers are “Buster”, “Sprint”, “Blitz”, “Spike”.

A response is genuine if and only if all the following are true: (i) the
participant provides a valid gamertag, i.e., the link points to the
profile of a player that is publicly visible; (ii) the answer to the
player-related information matches the data shown in the provided
link; (iii) the answers to the game-knowledge questions are correct;
(iv) the survey code inserted on AMT matches the one we specified
at the end of the questionnaire. If any of these is wrong, then the
response is unusable, and we will reject the HIT on AMT; otherwise,
the response is usable and we will approve the HIT. Validation was
done via custom-made scripts (e.g., checking the URL) as well as
manually (e.g., for browsing the profile).
Ethical and Transparency Statement. Our institution,
despite being aware of our research, does not have any formal IRB
process. However, we follow ethical principles for our study [10].
First, our survey does not collect any sensitive information [19, 53]
about our participants. Second, the information we collect (which
is essentially the same collected by [68]) is not explicitly prohibited
by AMT [8, 9].We acknowledge that theWorkerID and the (public)
gamer profile can be used to identify a person if cross-correlated
with other information [54] (not collected via our survey), which
is why such data must be treated with caution. Hence, to com-
ply with the GDPR [27] and also with AMT’s policies [8]: (i) we
do not try to infer more personal details about our participants,
(ii) we provide our contacts for inquiries, (iii) no information is
collected until the participant presses the “submit” button, and
(iv) we deleted all received data. Third, to avoid deception, we
are transparent in informing the participants that the survey will
require the participant to provide their gamertag “as an URL to
their gamer profile”, and that failure to do so will lead to rejection
of the HIT. Specifically, we write this in (i) the description of the
batch; (ii) the AMT page of the batch; (iii) at the beginning of the
Google Form; (iv) in the question where we ask for the gamertag.
Hence, our participants are well-aware that the task requires pro-
viding this (publicly available) data. Fourth, no harm is done to our
participants; our survey is short (≈5m) and even in cases of mis-
takes (or second thoughts) a participant would not have wasted
a considerable amount of time. Finally, to protect the privacy of
our participants, we will not reveal any specific response or re-
sult (which are outside our scope) beyond those pertaining to the
validity of the answers we have received. (The “Demographics”
and “Personality” questions in our questionnaire served to ensure
broad applicability of our findings: most surveys ask for these.)

3.3 AMT Configuration and Batch Setup

Once we crafted our questionnaires, we set up the corresponding
batches on AMT. To ensure a consistent testbed, we set the same
configuration parameters for all user studies. Specifically, we chose
two filters: “HIT Approval Rate>98%” and “Number of approved
HITs>5,000”; these criteria are chosen based on established prac-
tices [26, 61]. The reward per HIT was set to 1.5$: we carried out
pilot studies and estimated 5m to complete each survey, mean-
ing that our compensation was above the “acknowledged” average
hourly rate of similar platforms [57, 61] (besides, fast workers could

complete this in half the time, potentially making our task worth
up to 30$ per hour). We set a duration for the task of 15 minutes to
allow workers to take their time. We set the number of responses
received (per batch) to 100.

We provide a screenshot of the “preview” provided by AMT to
the LoL user study in Fig. 1, showing the configuration param-
eters mentioned above, as well as the textual description of the
task (shown to workers). We provide the pages showing the exact
configurations for each of the user studies in our repository [3].

4 Key Findings and Results

We carried out our user studies in the first week of May, 2024. On
average, the batches have been completed after ∼3 hours since their
publication. We first present the quantitative results (§4.1), which
we then compare to those of prior work (§4.2), and finally provide
a qualitative analysis underscoring relevant findings (§4.3).

4.1 Quantitative Results

We report the detailed results of our three user studies in Fig 2.
It stands out that the number of “invalid” responses significantly
exceeds that of “valid” responses (any statistical test would confirm
this hypothesis with 𝑝 ∼ 0). In particular, for WoW, only 5% of our
responses are valid, whereas the percentage is higher for LoL (16%)
and for the “generic” survey (17%), for which we provide per-game
breakdown3 of the responses in Table 1. We see that, for PUBG,
12 responses out of 42 (i.e., 28%) are valid, which is significantly
higher than any other game (if we exclude the results obtained
for LoL in the generic study, for which we did not have enough
samples to derive statistically sound conclusions). Also notable is
that RocketLeague ranks second among the most “popular” games
played by our participants.

Takeaway: On a per-game basis, at most 28% responses (PUBG)
are valid, with drops to as low as 5% (WoW). The average is 13%.

4.2 Comparison with Prior Work

Let us compare our findings with those achieved by prior work
that used AMT for their user studies—but whose surveys were not
designed to test our hypothesis.

First, we begin by mentioning the findings of the 2019 paper by
Wang et al. [68] (focusing on LoL), which also relied on the gamertag
for verification but (as far as we are aware) did not overly-emphasize
in the HIT that its validation depended on the provided gamertag:
the results of [68] showed that nearly 30% of responses from AMT
were usable—almost 2x ours (for LoL). Then, we mention [36],
which considered various esport games and set up their AMT batch
by specifying >500 approved HITs with >97% HIT rate, but only
relied on “attention checks” and on “completion time” as validation
mechanisms: the findings of [36] revealed that 87% of the 1,129
received responses were valid. Similarly, Brooks and Clark [15]
(who set up AMT by specifying >1,000 approved HITs with > 98%
HIT rate) found that 85% of the 1,000 responses were valid. Finally,
Larche et al. [45] focus on Overwatch and set up their AMT batch
by specifying >1,000 approved HITs with >96% HIT rate, and found
3Due to how Google Form works, some workers completed the form after the batch
was closed on AMT, leading to us receiving 103 answers instead of 100.
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Fig. 1: AMT Configuration for the LoL User Study – We set restrictive parameters (according to [26, 61]) to ensure high-quality answers. The description clearly
specifies that we request the participants to input their gamertag as a link to a tracking website, or no compensation will be paid.

that 58% of the 438 received responses were valid: accordingly,
“All potential participants must have played Overwatch at least
once in the past 4 weeks [...] Eligibility was established via a [...]
prequalifcation questionnaire” (albeit we are unsure of the exact
validation mechanism employed in such a questionnaire).

In summary, the percentage of valid responses in the above-
mentioned prior related work – which relied on different, and less
strict, validatory mechanisms – was superior to ours.
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Fig. 2: Main results. Ratio of valid/invalid responses for each survey.

4.3 Qualitative Analysis

We provide some insights on the responses we collected. First, the
major reason for invalid responses was a fake (or incorrect)

gamertag. Many respondents provided the same URL we put in
the example; others provided a similar URL by changing just one or

Video Game ✓ ✗

PUBG 12 30
RocketLeague 1 11

CoD:W 0 9
RSS 0 7

GTA:Online 0 7
WoW 0 5

Destiny2 1 4
LoL 2 2
CS2 1 3

BF2042 0 2
OW2 0 2

ApexLegends 0 2
Valorant 0 2
Fortnite 0 0

Table 1: “Generic” survey breakdown. Ratio of valid/invalid responses for
each survey. We report the number of valid (✓) and invalid (✗) responses for the
specific games selected in the “generic” user study.

two characters. Many provided a (fake) gamertag of an account that
“made sense” (e.g., we had a very high number of “EarlGreyTeemo”
for League of Legends). In some intriguing cases, the provided
gamertag did not match the URL of their profile. In a reduced num-
ber of cases, the gamertag and URL were correct, but the answers to
the “player-related information” were incorrect: for instance, one
answer provided the URL and gamertag of a high-ranked player,
but the favourite weapon was incorrect; of course, during our vali-
dation, we did account for potential “changes” (e.g., a weapon may
have been become the “favourite” only recently). In some cases
we received (correct) responses pertaining to high-ranked players,
which we considered as valid since we have no way to disprove
their authenticity (aside from direct contact to the worker or via
invasive analyses—which we could not do for ethical reasons.).
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Due to the above, we conjecture that the majority of these tasks
have been done through automated (e.g., Generative AI [18]) means—
as evidenced bymany responses being similar to each other (e.g., the
abovementioned “EarlGreyTeemo”) or themismatched link/gamertag
(which any real player of these games would know how to bypass).

We also mention that we have received follow-up messages from
two workers of rejected HITs. These messages asked us to recon-
sider our decision to reject their HIT. We were willing to do so,
and politely responded that their HIT was rejected due to an incor-
rect/fake gamertag. We did not receive any response confirming
the “legitimacy” of the input.

5 Discussion and Lessons Learned

We provide additional results from some prior experiments we
had carried out (§5.1) Then, we discuss the pros-and-cons of the
methods (including our own) used to validate responses in user
studies (§5.2) and outline the limitations of our research (§5.3).

5.1 Backstory (and preliminary investigation: a

negative experiment)

To further substantiate our findings, we explain why we carried out
the research described in this paper. Indeed, aside from the “objective”
motivation presented in §2.3, there is a “subjective” reason that
inspired us to investigate the reliability of AMT for game studies.

In April 2024 we sought to use AMT to carry out a game-related
user study. We followed a similar procedure as described in §3. We
created a questionnaire entirely focused on LoL (since that was the
game we were investigating at the time), having a similar structure
as the one discussed in §3.2. The only difference was that we did
not excessively emphasize the importance of providing a gamertag:
we only wrote about it on the HIT description on AMT, and at the
beginning of our questionnaire. We also provided slightly different
example strings for the URL. As for the configuration on AMT,
we created four batches: the first had a single restriction of “HIT
approval rate >92%”, and we set a batch size of 150; for the second,
we added the constraint “number of HITs approved >50”, and set
the batch size to 50; for the third, we set the same constraints as in
§3.3, but the batch size was 25; the fourth was a more restrictive
one for which we enabled the “Master Worker” filter.

For the first batch, all 150 HITs were rejected (here, the number
of “EarlGreyTeemo” was very high); the same applies for the second
batch: all 50 HITs were rejected. For the third batch, we approved 2
HITs and rejected 23. For the fourth batch, we received only 6 HITs
(the batch never reached the target number of 25) which were all
invalid. Hence, out of 231 responses (for LoL), we only had 2 useful
ones. Our “negative experiment” surprised us so much that we set
aside our initial goal and decided to focus on this research, in which
we further clarified (to the extent of potentially overemphasizing
it) that our surveys require to provide the gamertag and the URL
to the user profile for validation purposes to test our hypothesis.

5.2 Tradeoffs: a matter of Trust [Reflection]

When carrying out user studies, researchers implicitly assume an
element of trust, in that participants fulfill the tasks truthfully and
honestly. Typical validation mechanisms are often meant as “atten-
tion checks” (e.g., [13]) whose purpose is ensuring that participants

do not skip certain parts of a survey by providing superficial an-
swers. These mechanisms are crucial to ensure reliable findings of
any user study—but they may not be enough for crowdsourcing.

Indeed, our findings (which echo those of works in other do-
mains [6, 18, 48, 50, 61, 65]) revealed that most of the responses
we solicited from AMT workers who claim to be “gamers” are un-
likely to be generated by “real gamers.” To provide such findings,
we resorted to a strict verification mechanism wherein we require
participants to submit their gamertag (as also done by [68]). Such a
mechanism is, however, a double-edged sword: on the one hand,
it allows for unambiguous verification of “invalid” responses (i.e.,
non-existing gamertags); on the other hand, it may not be adopted
universally (e.g., some games do not have any “gamertag” that
can be used for such verifications; moreover, collecting gamertags
requires delicate ethical considerations) and it can still be circum-
vented (e.g., by providing a valid gamertag that does not belong
to the respondent).4 We hence endorse to exercise caution when
considering the application of our methods.

Prior work has adopted various methods to address the issue un-
derscored in our paper. For instance, a workaround are “screening”
mechanisms to identify qualifying participants before carrying out
the actual study.5 This is done, e.g., in [15, 21, 36, 45]. However, such
screening tasks can also be completed untruthfully: for instance,
the screening in [36] is done via “a screening question to deter-
mine whether participants had experience playing esports games”
whereas [15] described the screening as “easblish[ing] eligibility
included prior video game play and familiarity with loot boxes”.6

Unfortunately, it is challenging to ensure the trustworthiness of
such responses without affecting the users’ privacy. Intriguingly,
Kelly at al. [39] ask participants to provide “a photo of their device”,
which may still leak private details.

In summary, every approach to ascertain the trustworthiness of
the responses collected for game-related user studies presents pri-
vacy/utility tradeoffs. Asking many validatory questions and/or
requiring certain information to be provided may increase the va-
lidity of the findings, but it may discourage some people from
participating (and may also pose ethical concerns which must be ad-
dressed). In contrast, determining the eligibility of participants via
self-assessments is convenient, but it may not filter out responses
that should be excluded to avoid noisy data.

5.3 Limitations and Scope

Our research has a number of limitations. First, even though we
have carried out three user studies entailing hundreds of people, our
results cannot prove that the entirety of AMT’s workforce is unreliable
(or unsuitable) for game studies’ research.
4We note, however, that such “circumventions” are not trivial to apply by non-gamers,
since their application would increase the time to complete the HIT substantially
(given that finding a “valid gamertag” is not straightforward without knowledge of
the considered game). This may discourage their adoption by AMT workers, who may
deem the HIT to be not as rewarding as initially expected).
5It is also possible to determine eligibility by disseminating a given survey to some
specific communities (e.g., social media) and then ask members of such community
to participate to the user study and that compensation may be given upon comple-
tion of the survey. However, such a mechanism would defeat the purpose of using
crowdsourcing services such as AMT, whose main utility is to provide a stand-alone
platform that facilitates recruitment, completion and payment.
6We found no details on whether such screening entailed verification mechanisms simi-
lar to those used in our paper (e.g., asking the gamertag and checking the public profile),
which is why we assume that such screening relied on self-reported assessments.
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For instance, our user studies have been carried out during a
short timeframe, and it is possible that if we had submitted our
batches during different times/days, we would have collected more
valid responses. Moreover, it may be that our transparency back-
fired: some workers may not have participated in the survey due to
the explicit mention of the gamertag (which they did not want to
provide) in the HIT’s description. Another shortcoming is that we
have only considered 14 games: despite being popular titles, there
may be other games for which AMT may be more reliable.

Finally, we have only considered AMT: other crowdsourcing plat-
forms (e.g., Qualtrics or Prolific—the latter not allowing Gamertags
by default) have a different userbase, and hence we cannot make
any claim on whether our conclusions apply to the entire spectrum
of crowdsourcing solutions. Investigating these complementary set-
tings (which have been used in related research [16]) and assessing
whether they are more/less suitable than AMT is a valuable path
for future work.

6 Conclusion and Recommendations

Through three user studies focusing on 14 popular video games, we
have discovered that AMT may not be “blindly” used to carry out
valuable research for game studies. Such a finding should induce
our community to reflect upon the usage of existing crowdsourcing
platforms. We take the first step, and derive three takeaways.

First and foremost, a disclaimer. We carried out our research
in May 2024. As such, even though our findings underscored that
AMT is “not-very-reliable” (for game studies), we cannot (nor want
to) make any claim with regards to the validity of game-related user
studies carried out by prior research. Put differently: our findings do
not invalidate the results of prior work that carried out user studies
on AMT to investigate a given phenomenon.

Second, a lessons learned is that validation is crucial.We designed
our questionnaires by integrating various validation mechanisms
to ensure accurate verification of the responses. We posit that re-
searchers should come up with ways (not necessarily entailing the
gamertag) that could not be bypassed via automated mechanisms
(e.g., ChatGPT) since our findings suggest that some workers may
be relying on similar tools for their HITs.7 To this end, we recom-
mend leveraging domain expertise in the gaming genre to insert
questions that an AI could not answer properly, or which would
require a substantial amount of time to answer if the participant is
not truly a player of the considered game.

Third, and last: a constructive solution to the problem we iden-
tified is the creation of a crowdsourcing platform specific of gamers.
Given the growth of this research field, we believe that the gaming
community would greatly benefit from the introduction of a sim-
ilar solution. For instance, gamers can register (as “workers”) by
providing their in-game details, and then can easily participate in
various “HITs” (submitted by researchers, i.e., “requesters”) revolv-
ing around some game-related aspect. In this context, the platform
should provide the verification mechanisms that ascertain that any
given worker is “a player of a certain game” (potentially by pro-
viding additional details, e.g., competence level), thereby allowing
7An orthogonal, but intriguing, research question that naturally occurs from our
findings is: “how it is possible that over 80% of our participants have such a high HIT
rate despite failing our validation?” According to [18], AMT workers may use GenAI,
which appears to be proficient at solving HITs—but [18] did not focus on game studies.

requesters to selectively carry out user studies targeting a specific
population of gamers. This may require a higher payment, but we
believe that such additional cost is worth the price, since it would
lead to more correct (and, hence, valuable) research. We hope our
findings can kickstart future endeavours focusing on developing
such a solution, and we will commit to this effort.
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